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~ 2016-2019: “CIFRE" PhD student at Inria (consortium of French
labs, like CNRS, but specialized in Applied Maths) and Crédit
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Job Home | Time in | Family status Wages || Repayment
job

Craftsman Owner 20 Widower 2000 1

? Renter 10 Common-law 1700 0

Engineer Starter 5 Divorced 4000 1
Executive By work 8 Married 2700 0

Office employee Renter 12 Married 1400 NA
Worker By family 2 ? 1200 NA

Table: Dataset with outliers and missing values.
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Context and notations: industrial setting

Job Family status Wages H Repayment
Craftsman Widower 2000
? Common-law 1700
Engineer Divorced 4000
Executive Married 2700
Office empfoyee | Renter v Marrted
Weorker By family | 3 ?
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Job Family status x Wages Score Repayment
?+Low-qualified ?+Alone x ]11500;2000] 225 1
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Table: Dataset with outliers and missing values.
Discarding not financed applicants
Feature selection
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Random variables: X, VY, Z.

x=(x1,...,Xq) characteristics,
xi€Ror{l,...,[;} eg. rentamount, job, ...,
y € {0,1} good or bad,

z € {f,nf} financed or not financed.

Ts = (Xf,¥5,27) n-sample of financed clients,
Tot = (Xnf; Znf)  n'-sample of not-financed clients,
T =TUTy  observed sample,

Tec=TUy,  complete sample.
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Credit Scoring aims at estimating p(y|x) in the form of a simple
parametric model pg(y|x) such as logistic regression:

Pl
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Feature quantization
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Carbon risk

NLP for extra-financial reports

Conclusion and future work
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Reject Inference: industrial setting
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Reject Inference: industrial setting

The industry traditionally fits a logistic regression using only

modelling constraint
financed clients (fixed parameter space ©):
—_————

convenience and lack
of better procedure

GCA 0; = argmaxﬁ CANE Z In pa(yi|xi),

which asymptotically approximates:

6; = argmin Ex [KL(pl|p9) 2 = 1



Reject Inference: industrial setting

Oracle to be approximated:

0" = argg"nin Ex[KL(p||po)]
= argmax By ~p[In po(y|x)];

which standard estimator would be:
6 = argmax ((0; T¢),
0

but we lack yps.
=

s A =N pyix) §
) il\/lodel bias™. < 0&
\3 / \?Z’Z\ “’&
Q/;Q\Sj;‘}%(\c = ﬁ%‘\
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Reject Inference: Asymptotics

Estimators :
1. “Oracle”: v/n+ (8 — Bopt) SN Na+1(0, )
n,n’—00

2. Current methodology: /n(6f — 0l ot) % Ng+1(0, )

What follows will only hold for “local” model which output depends

asymptotically only on p(y|x), such as logistic regression?.

1Zadrozny, “Learning and evaluating classifiers under sample selection bias".



Reject Inference: Asymptotics

Estimators :
1. “Oracle™ (0 — Oopt) SN Na+1(0, )
n,n’—00
2. Current methodology: (8 — ) % Na+1(0, )

What follows will only hold for “local” model which output depends

asymptotically only on p(y|x), such as logistic regression?.

It can be shown that Bayesian classifiers, SVMs, decision trees are

“global” learners 1.

1Zadrozny, “Learning and evaluating classifiers under sample selection bias".



GCA Due to the financing mechanism, labels y are not MCAR.

Let {ps(z|x,y)}pcad denote this hidden financing

Statistici . . .
ISHEAN - mechanism (as a parametrized family).
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Reject Inference: modelling the financing mechanism

GCA Due to the financing mechanism, labels y are not MCAR.

Let {py(z|x,y)}pcad denote this hidden financing

N (as a parametrized family).

Combining financing and credit-worthiness probability distributions:

P~ (> 21x) = pPay) (Y1X) Pp()(2I%, ¥) -
GCA ?

To estimate «, we could rely on Maximum Likelihood theory:

n+n’

E(’y;T):ZInpv(yi,fIX;)—l— > > pyly,nflx)).

i=ntl  ye{0,1}



No free lunch: financial or statistical investment to make.
Because no test-sample 7't is available from p(x,y) ,
———

GCA val
we cannot resort to error-rate criteria: o . S
1 5 atatoss
Error(7%") = e > 15 # yi):

ie Ttest
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Reject Inference: flawed model selection
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Reject Inference: flawed model selection

No free lunch: financial or statistical investment to make.
Because no test-sample 7't is available from p(x,y) ,
—_——

GCA o
we cannot resort to error-rate criteria: W
1 at-atoss
t "
Error(7%) = et E I(yi # i)
jeTtest

We should use information criteria on the observed data 7 such as:
BIC(4;T) = —2¢(%; T) + dim(T) In n,

where 4 = argmax,, £(; T), to compare models.

It requires to precisely state the models {p,(y, z|x)}r that
compete and their underlying assumptions.



Reject Inference: strategies

We gathered 6 so-called Reject Inference methods from the

literature that aim at re-injecting x,¢ into the estimation procedure
of 6.

They usually resemble EM-like algorithms:

Can we reinterpret these empirical methods in the missing data and
information criterion frameworks and / or expose their implicit
modelling steps?
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Reject Inference: example of Fuzzy Augmentation?
Estimate éf = argmaxg £(0; T¢), infer for n+1 <i<n+n"

Yi = péf(l‘xi)a

and re-estimate @ using the resulting 7¢. For 1 < j < d:
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Reject Inference: example of Fuzzy Augmentation?
Estimate éf = argmaxg £(0; T¢), infer for n+1 <i<n+n"

Yi = péf(l‘xi)a

and re-estimate @ using the resulting 7¢. For 1 < j < d:

Oy Y0 o Pa (vilxi) In(Pa(yilxi))

—0=60=20
891 s
such that:
n+n 1
argmax Z Z P, (vilxi) In(po(yil X)) = 6.
9€©  i—nt1y=0
Finally:

argmax ((0; T¢) = argmax £(6; T5) = 6s.
6co 6co

2Nguyen, Reject inference in application scorecards.
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Reject Inference: missingness mechanism
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Reject Inference: research contribution

Fuzzy Augmentation and Twins produce the same coefficient 6.

Reclassification®®:7 is equivalent to a Classification-EM algorithm,

thus introducing a bias in the estimation of 6.

MAR MNAR
Well-specified
model O; is unbiased. 0 is biased.
9Af is biased: Any correction relies

Augmentation®2:%7 could on a priori unverifiable

be suitable but introduces a assumptions about
Misspecified new estimation procedure® Ps(z|x,y), e.g. the
model (which requires Vx, p(f|x) > 0). Parcelling57677 method.

5Guizani et al., “Une Comparaison de quatre Techniques d’Inférence des
Refusés dans le Processus d'Octroi de Crédit”.

5Soulié and Viennet, “Le Traitement des Refusés dans le Risque Crédit".

"Banasik and Crook, “Reject inference, augmentation, and sample
selection”.

8Zadrozny, “Learning and evaluating classifiers under sample selection bias’.



Reject Inference: augmentation
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Reject Inference: augmentation

For “local” misspecified models and “global” models:

Exy [I[po(y[x)]] = Z /X In po(y|x)p(y|x)p(x)dx

= Z/ f) In pe(y|x) pE?EP(y!X)dX

_ Z/ '”””’ ol e
*Z

IET

Q

In Po YI|XI)

This assumes p(f|x) > 0 Vx, which is wrong.

Further, one needs to specify / model p(f|x).



Reject Inference: industry contribution
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Feature quantization: by an example

For theoretical reasons: bias-variance tradeoff.

— True distribution
— gad’3 cﬂscretlzatlon

logit(p(1]x))
-1.0-0.50.00.51.0

0.0 0.2 04 0.6 0.8 1.0

X

(=)e(+)
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For practical reasons: interpretability, outliers...
. at the expense of the statistician’s time.

q(x) = (q1(x),-- -, q4(xa))
q;(x) = (gj,n(x7));" (one-hot encoding)
qjn(-) = 1(xj € Gip), L < h < m

23/56



Quantization is model selection (illustrated here with BIC).

6",q" = argmax K [Inpg(y|q(x))],
0€O,,gcQ

Statistician  §5C, B — argmin BIC(04: v, q(xr)),
0€0@,,9cQ

where 84 = argmax £(0; y, q(xf)).
0cO,

Implicitly assumes quantizations are “well” separated.

Quantization becomes an algorithmic problem.

24/56



Feature quantization: existing approaches

INFORMATION \\

SNANG

These approaches® maximize an “intermediary” criterion, e.g.:
2 ?
CACF q¢" = argmaxx*(q;(xr), ) ~ q,
and we hope that it's aligned with our original goal s.t.:

CACF 6 = argmax ¢(0; ys, q< (xf)) < 9*.
0

°Ramirez-Gallego et al., “Data Discretization: Taxonomy and Big Data
Challenge”.



Feature quantization: MAP estimation

Gj,n(x;) = 1 if h = argmaxgqg. ,,,0 otherwise!® 11,
1<h'<m; 7
X M Ga(x) = 0 Ga(x) = 0
&
o
G Xj &2
= gj2(x) =0 gj2(0) =1 gj2(x) =0
<d‘
(o))
G Xj G2
° R R
2 gj3(x) =0 gi3(x) =0 g5) =1
g‘s /
&1 X &in

2 Chamroukhi et al., “A regression model with a hidden logistic process for
feature extraction from time series”.

Samé et al., “Model-based clustering and segmentation of time series with
changes in regime”.



Feature quantization: neural networks

Very simple neural network.
Very fast implementations available, e.g. TensorFlow.
No guarantee of global optimum (but works well in practice).

Input Hidden Output
layer layer layer
Softmax outputs
are q,,.(Xj)-
Continuous input #1 — \q%( )
4>.H Output
Level #1 — _
Level #2 —»‘:
Level #3 —»‘// I

Multivariate quantization!



Feature quantization: neural networks

Continuous feature 1 at iteration 1

1
08 —/
qa]_,l
| —qou 2
0.6 Gor s
— Qo4
04 — geus
€12
0.2
0 | | I I I I I I I
0] 0.1 02 03 04 05 06 07 08 0.9

X1




Simulated data

Table: For different sample sizes n, (A) Cl of ¢ for ¢j» =2/3. (B) Cl
of m for my = 3. (C) Cl of ria3 for ms = 1.

n (A) G2 (B) . (C) s
1| 60

1,000 [0.656,0.666] 90 |l 2 [ |
9 | 8 1
0 88

10,000 [0.666,0.666] 100 W 12 |
0 0
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Feature quantization: results

CACF data

Table: Gini indices (the greater the value, the better the performance) of
our proposed quantization algorithm g/mdisc, the two baselines and the
current scorecard.

. Current ad hoc Our proposal:  Our proposal:  glmdisc-SEM
GRS ALLR performance  methods glmdisc-NN  glmdisc-SEM  w. interactions
Automobile 593 (3.1) 556 (34)  59.3 (3.0)  58.9 (2.6) 57.8 (2.9) 64.8 (2.0)
Renovation 523 (55) 509 (5.6) 540 (5.1) 56.7 (48) 555 (5.2) 55.5 (5.2)
Standard 397 (3.3) 37.1(3.8) 453 (3.1) 43.8(32) 36.7 (3.7) 47.2 (2.8)
Revolving ~ 62.7 (2.8) 585 (3.2) 63.2(2.8) 623 (28) 60.7 (2.8) 67.2 (2.5)
Mass retail 52.8 (5.3) 48.7 (6.0)  61.4 (47) 61.8(46)  61.0 (4.7) 60.3 (4.8)
Electronics  52.9 (11.9) 55.8 (10.8) 56.3 (10.2) 72.6 (7.4)  62.0 (9.5) 63.7 (9.0)
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Segmentation: logistic regression trees

Clients

[Pe,(quU)(Xu}))J[Paz()’\q{z}(X{z)))J[Pes(YIQ{s)(X{s}))J [Pas(}’\q{s}(X{s}))J[Pee(qu{e)(X{s}))J

Figure: Scorecards tree structure in acceptance system.
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Segmentation: logistic regression trees

Current procedure(s):

» Promise a new partner their own score to maximize
acceptance;
> Merge existing “close” branches that show similar performance;

Try basic “clustering” techniques, e.g. visual separation

> .
CACF 4f the data and / or levels on the two first MCA axes.

Problem(s):

» This structure is not the result of optimization and is probably
suboptimal (by how much?);

» There are situations in which it severely fails.



everrus
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Ao errirs

Ao erriss
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Similarly to the quantization proposal: ability to be in several
segments at a time.
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Segmentation: logistic regression trees: contribution
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Similarly to the quantization proposal: ability to be in several
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K
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c=1 “optimized” GCA “unoptimized” relaxed
constraint CACEF constraint
where pg(c|x) is given by the classification tree as the proportion

of training samples in each leaf (not majority vote).

¢ ~ Py (yilxii )pgisn (-1x):

0<(s) — argmaxZ]l ) In pge(yi|xi; ci)-



Segmentation: logistic regression trees: contribution

Similarly to the quantization proposal: ability to be in several
segments at a time.

K

py1x) = palylxic) ps(clx) |

e=1, “optimized” GCA “unoptimized” relaxed

constraint CACEF constraint
where pg(c|x) is given by the classification tree as the proportion
of training samples in each leaf (not majority vote).

¢ ~ Py (yilxii )pgisn (-1x):

0<(s) — argmaxZ]l ) In pge(yi|xi; ci)-

BL) = C4.5(c), x).
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First splitting point
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Segmentation: logistic regression trees: some results

Logistic | Decision | SEM | Gradient
regression Tree Boosting

AUC (& vs current method) -3,02 -2,66 |-1,78 | -0,17

SEM | LMT | MOB
# segment (current: 9) 2 11 1

| AUC ( vs current method) | -1,52 [ -7,70 | -5,21 |
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Missing data imputation: some results |

Research internship: comparing missing data imputation methods,
mostly in MAR situations.

Imputation method
EM
Forest
—*— KNN
MICE
MIEM
—— MIRanger
PCA

—+— Ranger

L
[72]
=
h=1
T
[
&}
w

0.2 0.3
Proportion of missing data
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Carbon risk: some results

Research internship: use carbon price scenarios to impact the
earnings of big corporations and adjust their default probability
accordingly.

Scope 1 fournisseur
= Colit carbone
Scope 3 AMONP Fournisseur CCF
entreprise

Fournisseur |kl

~
~
~
Achat gg ot
re

o
- ~~o
~

Bien/Service C I i e nt

Energéticien [Tl Client

= e
-
-~ ‘ Scope 3 AVAL Cout carbone
Codit carbone

Entreprise CCEY
Scope 1 : °
\ P Modéle « Pass through » : o]
. P Colt carbone = xr € [0,
Scope 1 énergéticien Energéticien CCEg F —0672051l()1 5 0u0.85 Xgg €[0,1]
Scope 2;ntreprise Eg __ N T . Xgep € [0,1]
g = 0.7
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NLP for extra-financial reports: some results |

Research internship: build joint NER and RE models to
automatically read through extra-financial reports.

Organisation

Makes HasActivity IsRelatedTo

Commitment level Coal Activity Location

Recognizes

Environmental Social Social Official
Issues Issues Texts




NLP for extra-financial reports: some results Il

(c) relation
classification

(b) span X
filteri ng (“°+“"‘L) (entity)

(a) span
classification
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Conclusions from my PhD

This PhD tackled three main issues of “traditional” Credit Scoring:

1. Reject inference: impact of tossing away not-financed clients,

2. “Constrained” representation learning: discretization, grouping,
interaction screening,

3. Predictive segmentation: logistic regression trees,

Conclusion: first experiments on simulated and real data are
encouraging, glmtree R package.
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Future work as presented for my PhD - might be helpful?

There remains a lot of open questions:

1. Credit Scoring for profit: swap “p(2 unpaid instalments)” for
p(profit> 0) or E[profit],

2. Representation learning for fine-grained unstructured data,

Perspective: provide statistically sound methods to aggregate
“behavioural” data, e.g. web visitation patterns.



Thanks!
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“Soft" approximation:
Z;vnél qaj,h(') =1
0 < qa~,,(’) < 17

2
For continuous features, we set for ;= (o, a} ;) € R

Gy () = (dag (), with {

exp(a o h)
g= lexp( +O‘j,g')

qaj,h(') =
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Quantization: research contribution

“Soft” approximation:

Z;nél thj,h(') = 17
0 S qajh() S 17

qaj(') = (qajh())hm;1 with {
For continuous features, we set for o, = (ocJQ’h, a}’h) € R?

exp(OzJ(-{,7 + O‘},h')

Ga; (1) = . .
el ng=1 exp(ajc-”g T O‘J{g')

For categorical features, we set for
ajh = (an(1), .. ajn(f;)) € R

exp (@ h(+))

2221 exp(aJ-,g(-))'

thj,h(') =



We wish to maximize the following likelihood:

n
(8, &) = argmax (0, a; x, y;) = argmaxz In po(vilg.(x/))-

0, 0o T

“a* = limp_00 &" should be such that q. = g*.

3/13



Quantization: research contribution

We wish to maximize the following likelihood:

n
(8,6) = argmax (8, o x, yr) = argmax 3 In po(yilda(x).
0, 0, i—1
“a* = limp_00 &" should be such that q_,. = g*.

Problem: & has to diverge, the MLE is at the border of the
parameter space which could hinder its properties.



Quantization: research contribution

We wish to maximize the following likelihood:

n
(8,6) = argmax (8, o x, yr) = argmax 3 In po(yilda(x).
0, 0, i—1
“a* = limp_00 &" should be such that q_,. = g*.

Problem: & has to diverge, the MLE is at the border of the
parameter space which could hinder its properties.

Anyway, or more generally if there is no true quantization g*,
q is used instead as a quantization candidate.



Quantization: research contribution

We wish to maximize the following likelihood:

n
(8,6) = argmax (8, o x, yr) = argmax 3 In po(yilda(x).
0, 0, i—1
“a* = limp_00 &" should be such that q_,. = g*.

Problem: & has to diverge, the MLE is at the border of the
parameter space which could hinder its properties.

Anyway, or more generally if there is no true quantization g*,
q is used instead as a quantization candidate.

Problem: ¢(0, «; x¢, y¢) cannot be directly maximized.

Solution: Resort to (stochastic) gradient descent which each step
(s) will yield &(9) and quantization candidate g,
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We have drastically restricted the search space to iter well-chosen
candidates resulting from the the gradient descent steps.

s* = argmin BIC(OA&(S))

s=1,...,iter

We would still need to loop over candidates m!

In practice if Vi, qa,,(x;)) < 1, then level h disappears while
performing the argmax.

Start with m = (mmax)¢ and “wait” ...

4/13
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Upper triangular matrix with 6, ¢ = 1 if k < £ and features k and ¢
“interact” in the logistic regression.

d
logit(pa(Llq(x))) = fo + 305 1 S 5, pIu(Iait),
Jj=1 1<k<t<d
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Bivariate interactions: notations

Upper triangular matrix with 6, ¢ = 1 if k < £ and features k and ¢
“interact” in the logistic regression.

d
logit(pa(Lla(x))) = 6o+ 367 1 37 5 g,
Jj=1 1<k<t<d

Imagine for now that the discretization g(x) is fixed. The criterion
becomes:

(6*,6") = argmin  BIC(fs; T5).
0,6¢{0,1} "5

d(d—1)

Analogous to previous problem: 2 models.
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Bivariate interactions: model proposal

0 is latent and hard to optimize over: use a stochastic algorithm!

Strategy used here: Metropolis-Hastings sampling algorithm.
Idea: propose well-chosen interactions and accept / reject them
based on the BIC criterion of the resulting logistic regression.

plyle)= > plvla,8)p(d)

d(d—1)
2

6<{0,1}

1

p(d|q,y) o exp(—BIC[d]/2)p(F) P(pq) = 5

. . d(d—1) d(d—1)
Which transition proposal T : ({0,1} 2 ,{0,1} 2 )+~ [0;1]?
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Bivariate interactions: model proposal
24(d=1) probabilities to calculate. . .
We restrict changes to only one entry §; .

Proposal: gain/loss in BIC between bivariate models with /
without the interaction.

If the interaction between two features is meaningful when only
these two features are considered, there is a good chance that it
will be in the full multivariate model.

Trick: alternate one discretization / grouping step and one
“interaction” step.
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SEM-Gibbs quantization

Originally (and as implemented in the R package glmdisc), the
optimization was a bit different:

» q is considered a latent (unobserved) feature q;

» A classical EM algorithm is intractable since it requires an
Expectation step over all possible quantizations;

» Solution: random draw = Bayesian statistics.
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SEM-Gibbs quantization: estimation

“Classical” estimation strategy with latent variables: EM algorithm.

There would still be a sum over Q:
d
p(y‘x7 07 a) = qugm pe(y’q) Hj:l paj(qj|xj)

Use a Stochastic-EM! Draw g knowing that:
d
pe(y|a) Hj:l Paj(qj|xj)

qug,,, po(y|a) H7:1 Pa;(4]%))

still difficult to calculate

p(alx,y) =

Gibbs-sampling step:

p(a;lx, y, a;_jy) < pa(y|a)pa; (a;j]x;)



Initialization

X1,1 o Xad
Xn,1 Xn,d
Loop
y1 B
logistic
regression
g =
Yn
Updating q

ply1, a1,j = k|x;)

p(yn, a5, = klx;)
Calculating qMAP

clMAP,1,j

MAP

q1,1
at random .
= .
qn,1
91,1 91,4
dn,1 9n,d
91,
random
sampling
= .
qn,j

X1,1
polytomous
regression .
N .
Xn,1

argmax g, poy; (4j15.7)

estimate

qMAP,n,j

argmaxqj Pocj(qjlxn,j)

X1,d
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