
Automated ESG report analysis by joint entity
and relation extraction?

Adrien Ehrhardt1,2[0000−0002−4448−3644] and Minh Tuan Nguyen1,2

1 Groupe de Recherche Opérationnelle, Groupe Crédit Agricole, Montrouge, France
2 École Polytechnique, Saclay, France

adrien.ehrhardt@credit-agricole-sa.fr

Abstract. The banking industry has lately been under pressure, no-
tably from regulators and NGOs, to report various Environmental, Soci-
etal and Governance (ESG) metrics (e.g., the carbon footprint of loans).
For years at Crédit Agricole, a specialized division examined ESG and
Corporate Social Responsibility (CSR) reports to ensure, e.g., the bank’s
commitment to de-fund coal activities, and companies with social or en-
vironmental issues. With both an intensification of the aforementioned
exterior pressure, and of the number of companies making such reports
publicly available, the tedious process of going through each report has
become unsustainable.
In this work, we present two adaptations of previously published mod-
els for joint entity and relation extraction. We train them on a pri-
vate dataset consisting in ESG and CSR reports annotated internally
at Crédit Agricole. We show that we are able to effectively detect en-
tities such as coal activities and environmental or social issues, as well
as relations between these entities, thus enabling the financial industry
to quickly grasp the creditworthiness of clients and prospects w.r.t. ESG
criteria.3

Keywords: Named Entity Recognition · Relation extraction · NLP.

1 Introduction

By deciding which projects and companies to fund, Corporate and Investment
banks have many responsibilities, of which environmental concerns are among
the latest, and stir passion.

For example, regulatory authorities (see e.g. [6]) and NGOs (see e.g. [14])
regularly push the industry towards more transparency in that regard.

For years at Crédit Agricole, a specialized division examined, among others,
approx. 4,000 ESG and CSR reports each year from clients and prospects to
ensure, e.g., the bank’s commitment to de-fund coal activities, and companies

? Supported by Groupe Crédit Agricole; analyses and opinions of the authors expressed
in this work are their own. The authors wish to thank the ESG team at CACIB for
the document annotations and their valuable comments.

3 The resulting model is provided at https://github.com/adimajo/renard joint

https://github.com/adimajo/renard_joint
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with social or environmental issues4. With an intensification of the aforemen-
tioned exterior pressure, signs of intricate relations between ESG metrics and
creditworthiness (see e.g. [3]), the rise of “sustainable banking”5, and of the num-
ber of companies making such reports publicly available, the tedious process of
going through each report has become unsustainable.

The ClimLL dataset Following this situation, a random sample (not only
current clients) of 31 ESG and CSR reports were annotated internally at Crédit
Agricole. These include for example ArcelorMittal6 and PSA7. We refer to this
(private) dataset as ClimLL. Using this dataset, our aim is to derive a joint
entity and relation extraction model able to replicate this manual annotation on
unseen reports so as to accelerate their reading by analysts. Three annotators
worked on these reports with 100 % overlap at first. Once they reliably reached
over 80 % interrater reliability, this overlap was progressively reduced.

Data model A crucial part of any NLP project is the data model: deciding
which concepts to label as entities and relations, such that each have a precise
definition, and every annotator can unambiguously annotate the dataset. The
data model for ClimLL is displayed on Figure 1: there are 8 entity types, among
which “Coal Activity”, “Environmental” and “Social Issues”, as well as 5 relation
types. This data model is likely to evolve rapidly in the coming years as the ESG
metrics of interest will evolve. However, we feel it is a strong basis to build on.

Descriptive statistics More than 7,500 sentences from 372 paragraphs are split
into a training and a test set containing 280 and 92 paragraphs respectively. All
paragraphs from a given report belong to the same split. Sentence lengths range
from 2 to 251 words (Figure 2 - left). In total, there are 28,751 entities and 5,864
relations (Figure 2 - center and right resp.). A sample sentence extracted from
the dataset is displayed on Figure 3.

Proprietary model Using proprietary tools developed by IBM, a joint en-
tity and relation extraction was “trained”, which will serve as a baseline (see
Section 3.4). This model was also used to determine that annotating these 31
reports was sufficient, as the F1 score on the test set stopped improving (see
Appendix A).

4 Some of these reports are becoming mandatory, e.g. in France as part of the “docu-
ment d’enregistrement universel” required by the regulating authority, and audited.

5 The incorporation of ESG criteria alongside traditional financial metrics; see
e.g. https://www.unepfi.org/banking/bankingprinciples/, https://www.ca-cib.com/
our-solutions/sustainable-banking

6 Available at https://corporate.arcelormittal.com/corporate-library
7 Available at https://www.groupe-psa.com/en/newsroom/corporate-en/

groupe-psa-publishes-its-csr-report/

https://www.unepfi.org/banking/bankingprinciples/
https://www.ca-cib.com/our-solutions/sustainable-banking
https://www.ca-cib.com/our-solutions/sustainable-banking
https://corporate.arcelormittal.com/corporate-library
https://www.groupe-psa.com/en/newsroom/corporate-en/groupe-psa-publishes-its-csr-report/
https://www.groupe-psa.com/en/newsroom/corporate-en/groupe-psa-publishes-its-csr-report/
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Fig. 1. The data model used to produce ClimLL (entities in boxes, relations as arrows).
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Fig. 2. Distribution of sentence length (left), entities (center) and relations (right).
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Fig. 3. A sample sentence from ClimLL.
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In the next section, we present, adapt and implement two published works
to solve this joint entity and relation extraction task. Section 3 is devoted to
numerical experiments. We conclude this work in Section 4.

2 Related work: adaptation and application

The first challenge in Natural Language Processing (NLP) is to transform raw
text into a meaningful numerical representation. This will be tackled in Sec-
tion 2.1. Then, the problem of identifying entities and relations can be natu-
rally decomposed into Named Entity Recognition (Section 2.2) and Relation
Extraction (Section 2.3). Both problems will finally be tackled simultaneously
in Section 2.4.

2.1 Representation algorithms

Tokenization An NLP task, including entity and relation extraction, usually
starts with tokenization: transforming an arbitrary input text into a list of to-
kens from a fixed set, called vocabulary, which, in turn, can be transformed into
embedded numerical vectors for computation purposes. During the tokenization
process, a word can be broken down into multiple tokens (e.g., “rainwater” −→
[“rain”, “##water”]) or transformed (e.g. to lowercase, lemmatization, stem-
ming, etc).

Transformers In order to solve different NLP tasks, among which Named
Entity Recognition and Relation Extraction, different models were designed, in
particular neural networks, often based on recurrent neural networks (RNN) or
Long Short-Term Memory (LSTM) [8], and trained on specific datasets. Such
architectures usually take a long time to train because of two drawbacks: (1)
they cannot process tokens in parallel and (2) they were designed and trained
for each use-case, i.e. for each dataset, from scratch.

To overcome the former drawback, the Transformer architecture was pro-
posed [18]. It is a neural network with an encoder and a decoder. Each encoder
layer contains a multi-headed self-attention and a feed-forward sub-layer. Each
decoder layer contains a masked multi-headed self-attention, a multi-headed at-
tention, and a feed-forward sub-layer. An attention is a map from a query vector
Q and a key-value vector pair K (of dimension dk), V to a weighted sum of the
the components of the value V . The weights are given by a function of the query
and the key as in Equation (1). The self-attention layer corresponds to the spe-
cial case where the query Q and the key K are the same: this removes the need
for a recurrent neural network and enables parallel computation. Furthermore,
the self-attention layer offers shorter paths between long-distance dependencies
in text.

Attention(Q,K, V ) := softmax

(
QKT

√
dk

)
· V. (1)
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BERT To overcome the latter drawback of RNNs (retraining on each dataset),
the Bidirectional Encoder Representations from Transformer (BERT) model was
proposed [4] and trained on the Masked Language Modeling (MLM) [17] and
the Next Sentence Prediction (NSP) tasks. During training, BERT takes two
tokenized sentences as input, where some tokens are masked, along with “special”
tokens ([CLS] at the beginning and [SEP] at the end of each sentence, see
Figure 4). Through MLM, the model learns to predict the masked tokens and,
through NSP, the representation of the [CLS] token is used to predict whether
two input sentences are consecutive in the original document. Hence, through
these two tasks, the model is able to learn the context surrounding each token
and across sentences instead of only one direction.

My dog[CLS] is [MASK] . [SEP] He likes play ##ing . [SEP]

Fig. 4. An example of BERT input in MLM.

Subsequently, by taking the result of its last hidden layer, BERT is used as a
representation algorithm: an input sentence is transformed into the consecutive
768-dimensional numerical representation of its tokens. Simple models are then
used after this transformation to solve “downstream” NLP tasks [4].

2.2 Named Entity Recognition (NER)

One of these downstream tasks is NER: classifying words into pre-defined classes;
for example the “Organization” class is said to “span” over the two words “the
company” in Figure 3.

The approaches range from grammar-based or vocabulary-based to machine
learning (see e.g. [15,12,4]). In particular, the numerical representation of the
first token of each word, given by BERT, can be used as an input to a simple
classifier, e.g. logistic regression [4]: we will focus on this approach in what
follows.

First, the input sentence is tokenized into token ids using the tokenizer pro-
vided by BERT, e.g., “rainwater” −→ [“rain”, “##water”] −→ [4458, 4669]).

For entity recognition, the BERT representation of the first token id of each
word serves as an observation w.r.t. the aforementioned simple classifier, while
the entity of this word (“Environmental Issue”) is the class label, straightfor-
wardly providing a design matrix and allowing the estimation of this classifier.
Figure 5 (left) provides an illustration of the tokenization and NER processes.
The different formats for providing entity labels are discussed in Appendix B.

2.3 Relation Extraction (RE)

Following the same approach for RE, we implemented the one-pass Multiple Re-
lation Extraction (MRE, see Appendix C) model [21], where the tokens’ BERT
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representation and the true entities serve as input. The average BERT repre-
sentation of all tokens of each entity span is computed. Each pair of “averaged”
entities is then classified into a relation or marked as “not a relation” using a
softmax (Figure 5 - right).

Input: In addition to monitoring rainwater ...

[  in,  addition,     to,    monitor,   ##ing,     rain,    ##water,    ...]

BERT

Classifier

1712 9378 2761 22103 8893

Tokenize:

Token ids:

Transformed 
token vectors:

Entity prediction: O O O B I

17324 15464

B I O B I I O OO B I O

BERT

Pool Pool Pool

Linear

Fig. 5. Tokenization and NER illustration (left), MRE model [21] (right).

2.4 Joint Entity and Relation Extraction (Joint NER & RE)

NER-RE pipeline To combine both previous tasks, the “natural” idea is to use
a pipeline where the entities are identified first before extracting the relations.
Thus, the predicted entities from the NER model described in Section 2.2 are
given as input to the RE model described in Section 2.3 in place of the true
entities.

Consequently, this two-stage procedure is vulnerable to compound error and
does not consider the connection between entities and relations.

Joint extraction Indeed, entities are sometimes defined by the types of rela-
tions they are in, as exemplified by these two article titles from CNN: “Bloomberg
buys BusinessWeek” and “Bloomberg will sell his company if elected, adviser
says”. Based on the relations mentioned in the titles, the former “Bloomberg”
is a company while the latter refers to a person. Hence, to overcome the disad-
vantages of the NER-RE pipeline, there have been various studies on alternative
methods for joint entity and relation extraction. The Hierarchical Framework
[16] consists of two levels of reinforcement learning. The higher level traverses
the text to extract and classify relations while the lower level identifies entities
within each extracted relation. The Encoder-Decoder architecture [13] imple-
ments multiple bidirectional LSTM. However, both methods only detect whether
or not a token is part of an entity and do not classify the entity type. Other ap-
proaches which are able to extract and classify both entities and relations are,
for example, a reinforcement learning multi-turn question answering model [9]
or DYGIE [11]. Nevertheless, these methods depend on heavily-engineered ar-
chitectures and require a lot of resources to train.
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Recently, the popularity of BERT-based methods for joint entity and relation
extraction has risen. DYGIE++ [20] and Span-based joint entity and relation
extraction (SpERT) [5] both make use of BERT. These methods can extract
multiple relations from the input sentence while SpERT is span-based and can
thus also extract overlapping entities (see Appendix B). It achieved high perfor-
mance on public joint entity and relation extraction datasets. We focus on the
latter in what follows.

Fig. 6. The SpERT architecture [5], shared under CC BY-NC 4.0.

SpERT First, similar to the NER-RE pipeline described above, the input sen-
tence is tokenized and passed through BERT. Next, token representations from
“candidate” entity spans (see below) are max-pooled (the maximum value per
coordinate), concatenated with a trainable width-embedding vector and the rep-
resentation of the [CLS] token. A softmax layer classifies the concatenated vec-
tors into entity classes or non-entity. Spans classified as non-entity are filtered
out. Then, pairs of classified entity spans are once again max-pooled and con-
catenated with the width-embedding vector for relation classification. The rep-
resentations of the words between the two entities are also max-pooled and
concatenated, which act as a context. The relation classifier is a sigmoid layer
and a filter threshold, such that, potentially, multiple relations can be predicted
per pair of predicted entities. The whole process is displayed on Figure 6.

Candidates During the training process, undersampling is performed such that
candidate entity spans and relations consist in the true ones and a fixed number
of negative spans generated randomly. On the other hand, during prediction and
evaluation, candidate entities are all spans within the sentence and candidate
relations are all pairs of predicted entity spans. In order to reduce complexity,
the length of the spans is limited to 10 words.
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It is worth noting that even though entity spans are spans on lists of tokens,
and words may be tokenized into several tokens, the candidate entity spans must
contain all tokens of each word.

3 Numerical experiments

First, we experiment with the entity recognition (see Section 2.2) and relation
extraction (see Section 2.3) models of the NER-RE pipeline separately in Sec-
tion 3.2 and 3.3 respectively. Then, we combine them, as suggested in Section 2.4,
and compare the performance with our implementation of SpERT (we describe
in Appendix D how it differs from the original implementation) on the public
datasets CoNLL04 and SciERC (described in the next section), as well as our
proprietary dataset ClimLL.

3.1 Public datasets

CoNLL04 contains 1,400+ sentences with annotated entities and relations ex-
tracted from news sources to represent daily life language. There are 4 classes of
entities: Location, Person, Organization and Other, which cannot overlap. Each
sentence may contain multiple relations; however, there is no cross-sentence rela-
tion. There are 5 types of relations: Located In, Work For, Live In, OrgBased In,
and Kill. We divide the dataset into the same training, development, and test
subsets as in the existing literature [2].

SciERC focuses on scientific language extracted from paper abstracts. It con-
tains 500 annotated paragraphs with 2,500+ sentences. There can be multiple
relations within a sentence but not across sentences. The entities are span-based,
which means different entities can overlap. There are 6 entity classes (Task,
Method, Metric, Material, Generic, OtherScientificTerm) and 7 relation classes
(Conjunction, Feature-of, Hyponym-of, Used-for, Part-of, Compare, Evaluate-
for). We use the same training, development and test subsets provided by the
dataset authors [10].

3.2 Named Entity Recognition

In this section, the NER model (Figure 5 - left) is trained on the ClimLL dataset.
We used 5 different classifiers: k-nearest neighbor (5 neighbors), decision tree
(unlimited depth), random forest (20 trees with unlimited depth), and two neural
networks with 1 hidden layer of size 512 and 1024 respectively.

Furthermore, BERT has an input size limit of 512 tokens and was pre-trained
mostly on inputs of size less than 128. Since ClimLL offers input paragraphs
which are typically tokenized into more than 512 tokens, we experimented with
two separation methods to breakdown these paragraphs: (1) split the paragraphs
sentence by sentence and pass them to BERT one by one or (2) break the input
paragraphs down into chunks of 128 tokens and pass to BERT.
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Results are displayed in Table 1. The top-performing classifiers are the k-
nearest neighbor and the two neural networks. Even though random forest
achieved the highest precision, it has a much lower recall and, thus, a lower
F1 score compared to the others. Furthermore, we can see that the entity recog-
nition model produced similar results compared to the IBM model.

Table 1. NER results on ClimLL (test set, micro-average).

(1) Sentence-by-sentence (2) 128-by-128

Classifier Precision Recall F1 Precision Recall F1

k-nearest neighbor 0.79 0.80 0.79 0.79 0.80 0.79
Decision tree 0.42 0.46 0.44 0.43 0.47 0.45

Random forest 0.94 0.39 0.52 0.93 0.40 0.53
Neural network (512) 0.80 0.75 0.77 0.84 0.74 0.78
Neural network (1024) 0.81 0.76 0.79 0.83 0.75 0.78

IBM 0.87 0.70 0.78

It is rather surprising that the 128-by-128 separation achieves similar perfor-
mance compared to the sentence-by-sentence approach because these 128-token
chunks are cutting through the sentences. This result led us to believe that
neighboring sentences may carry useful information to detect entities in a given
sentence. In what follows, we will use sentence-by-sentence separation.

Also, the results of this section are already overwhelming: using now standard
and open-source NLP tools such as BERT and very simple supervised classifica-
tion models thereafter, we are able to detect the concepts of interest, e.g., coal
activities, which could already prove useful to the financial industry.

3.3 Multiple Relation Extraction

For relation extraction, we trained the MRE model [21] (Figure 5 - right) on
CoNLL04 and ClimLL, where sentences and true entities are passed as input.
The model was trained for 100 epochs on each dataset. We did not fine-tune
any other hyper-parameters. The micro-averaged and macro-averaged results
are shown in Table 2. They are inferior to state-of-the-art [5] (0.74 macro F1
with SpERT8), due to limitations pointed out in Section 2.4.

3.4 Joint Entity and Relation Extraction

After experimenting with the NER and RE tasks, we combined the NER model
with a neural network (1 hidden layer of size 1024) classifier and the MRE
model to create a NER-RE pipeline for joint entity and relation extraction as
described in Section 2.4. We benchmarked this pipeline and SpERT on CoNLL04

8 https://paperswithcode.com/sota/relation-extraction-on-conll04

https://paperswithcode.com/sota/relation-extraction-on-conll04
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Table 2. MRE results on test set.

Dataset Average Precision Recall F1

ClimLL Micro 0.61 0.54 0.57
Macro 0.55 0.54 0.54

CoNLL04 Micro 0.65 0.58 0.61
Macro 0.66 0.61 0.63

and ClimLL. On SciERC, we could only test SpERT because the dataset contains
overlapping entities. For SpERT, we chose a learning rate of 5e−6 on ClimLL
and 5e−5 on the other two public datasets. The rest of the hyper-parameters
are the same as suggested by the authors [5]. Some training metrics are made
available in Appendix E.

During the evaluation, an entity is considered correct if its span (the begin
and end position) and its predicted type match its true value. A relation is
considered correct if both of its entities (spans and types) together with the
predicted relation type are all correct.

The evaluation results are presented in Table 3. Overall, SpERT outper-
formed the NER-RE pipeline as predicted. The performance of SpERT on public
datasets matches the results shown in the original paper8.

Table 3. Joint entity and relation extraction results on test set.

NER Joint NER & RE

Dataset Average Model Precision Recall F1 Precision Recall F1

CoNLL04
Micro

NER-RE 0.75 0.80 0.77 0.36 0.47 0.41
SpERT 0.86 0.91 0.89 0.71 0.70 0.70

Macro
NER-RE 0.71 0.74 0.73 0.41 0.51 0.45
SpERT 0.84 0.88 0.86 0.72 0.71 0.71

SciERC
Micro SpERT 0.64 0.72 0.68 0.31 0.45 0.37
Macro SpERT 0.65 0.71 0.68 0.34 0.41 0.35

ClimLL
Micro

NER-RE 0.67 0.68 0.68 0.23 0.18 0.20
SpERT 0.75 0.79 0.77 0.36 0.44 0.40

Macro
NER-RE 0.63 0.67 0.64 0.21 0.22 0.21
SpERT 0.75 0.78 0.77 0.46 0.58 0.50

However, we can also observe that the performance on ClimLL and Sci-
ERC cannot match the performance on CoNLL04. This may be because BERT
was trained on a general language vocabulary. A much better performance was
achieved on SciERC using SciBERT [5], which is a version of BERT pre-trained
on scientific vocabulary. Since the ESG reports annotated in ClimLL were most
likely also written with a different, more formal language, future work may im-
prove the model performance on ClimLL by fine-tuning BERT and / or pre-
training it on a specialized vocabulary.
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Comparison with IBM model We also compare the performance of SpERT
on ClimLL with the IBM model. In order to do this, we evaluate the entity
prediction at the word-level (each word is predicted to be either non-entity or
an entity type if it is part of a span of this entity type), since this is how the
IBM model is evaluated. The results in Table 4 show that SpERT outperformed
the IBM model (+4 % in NER and +7 % in Joint NER & RE).

Table 4. Comparison with IBM model (test set, micro-average).

NER Joint NER & RE

Model Precision Recall F1 Precision Recall F1

IBM 0.87 0.70 0.78 0.52 0.24 0.33
SpERT 0.80 0.84 0.82 0.36 0.44 0.40

4 Conclusion

With little human and computational resources, we were able to annotate a suf-
ficiently large dataset of ESG and CSR reports and to train two open-source
joint entity and relation extraction models. The SpERT model yields superior
performance than the current proprietary model at Crédit Agricole and is now
used daily, allowing analysts to go through more reports and concentrate on
their most useful parts, participating in a broader awareness of the bank’s envi-
ronmental and societal role.

Both models discussed in this work, as well as code to reproduce the results
on the public datasets, are publicly available at https://github.com/adimajo/
renard joint. We hope this will empower other institutions to incorporate (fur-
ther) ESG criteria in their decisions.

Finally, we identified future research directions which may improve the per-
formance of SpERT on ClimLL: incorporating the context of neighboring sen-
tences into its input and pre-training BERT on a specialized vocabulary set, as
exemplified by SciBERT.
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extract the spans of these overlapping entities. Figure 8 gives examples of BIO
and span-based entity representations.

In the ClimLL dataset, even though the entities are presented in the span-
based format in the dataset, there is no overlapping entity. Thus, it is also
possible to convert to BIO format. Multiple relations can exist in the same
sentence but relations cannot span across sentences. This facilitates splitting the
paragraphs by sentence.

C Single versus Multiple Relation Extraction

Relation extraction algorithms are divided into two categories: Single Relation
Extraction [1] (SRE) algorithms which expect only one relation per input sen-
tence and multiple relation extraction [21,7] (MRE) where multiple relations
may exist in a single input sentence (Figure 9).

In 1758, the fifth president of the United States, James Monroe, was born in Westmoreland County, Virginia.

Live in

Live in

Located in

Fig. 9. Multiple relations example.

In this work, multiple relations are considered.

D SpERT

D.1 Address a shortcoming in evaluation

While re-implementing the model, we noticed that, in the evaluation process,
SpERT considers an incorrectly predicted entity span or relation as two negative
observations. An example is presented in Figure 10, where the model returns a
set of predicted entities with “SpaceX” incorrectly classified as a person. In this
case, the original evaluation process would iterate through the union of the true
entity and the predicted entity sets. If an entity (including its span and type) is
only presented in one of the sets, then it is considered to be classified as non-
entity in the other. With this approach, “SpaceX” is considered to be incorrectly
classified twice.

Thus, instead of iterating through the union of the true entity and predicted
entity sets that include both entity spans and types, we only consider the union
of the true entity spans with the predicted entity spans. Similarly for relations,
we only take the union of the true and predicted spans of the source and target
entity pair. As a result, we obtain a more accurate evaluation step.
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SpaceX was founded by Elon Musk in 2002.

True entities Predicted entities
(SpaceX, Organization)
(Elon Musk, Person)

(SpaceX, Person)
(Elon Musk, Person)

Input

Prediction

Evaluation Original Our version
Entities True entities  Predicted entities  
SpaceX Organization  No entity
SpaceX No entity Person
Elon Musk  Person Person

Entities True entities  Predicted entities  
SpaceX Organization  Person
Elon Musk  Person Person

Accuracy 0.33 0.5

Fig. 10. Illustration of a better evaluation process for SpERT.

D.2 Proposed improvements

Furthermore, we also proposed two improvements to the prediction stages. Be-
cause SpERT classifies spans into entities, when dealing with datasets in BIO
representation, it has to discard overlapping entities. In the original implementa-
tion, predicted entity spans are looped through in no specific order and any span
that overlaps with previous spans is discarded. We suggest, instead, prioritizing
discarding spans with low classification confidence.

Secondly, we noticed that the true pairs of entity types are not considered in
the relation prediction stage of the original SpERT: For example, the model can
only predict that an entity pair has a “live in” relation if the source entity is a
person and the target entity is a location, irrespective of the probability given
by the relation prediction stage. Thus, we modified the model so that it only
predicts a relation if this relation fits the types of the source and target entities.

E Evolution of loss functions

The entity and relation losses as well as the F1 score on the validation set
throughout the training process (30 epochs) of SpERT on ClimLL are displayed
on Figure 11. Both entity and relation losses reached their minimum after only
a few epochs while the validation F1 score kept improving.
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